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Abstract—In this work we propose ”LLM Organization”, an
organizational structure-based LLM workflow for improving the
performance of standard abstractive summarization techniques
and mitigate unfaithful summary generation. We formulated
the organizational structure-based LLM workflow as a directed
acyclic graph (DAG), where each node corresponds to an LLM
and each edge to a communication protocol. Our workflow is
benchmarked on 5 datasets from various domains, using 7 eval-
uation metrics. The results indicate that LLM Organization could
mitigate unfaithfulness and increase the overall performance of
abstractive summarization methods.

Index Terms—abstractive summarization, large language mod-
els, faithfulness, gpt-3.5-turbo, benchmarking

I. INTRODUCTION

The recent years have witnessed the rapid development
of methodologies based on Large Language Models (LLMs),
including Question Answering, Sentiment Analysis, Chatbots,
and Summarization, among others [1] [2]. While these novel
approaches yield state-of-the-art results across various tasks,
they exhibit significant shortcomings such as hallucinations,
high computational costs, or gender bias [3] [4]. Specifically,
in the context of summarization tasks, there is a risk that LLMs
may ”hallucinate” facts, i.e. incorporate factually incorrect1

information in the generated summary [19]. This issue is more
pronounced in abstractive summarization, where, in contrast
to extractive summarization, the model is expected to create a
summary containing rewritten sentences.

In this work, we introduce ”LLM Organization,” an organi-
zational structure-based LLM workflow designed to enhance
the performance of standard LLM summarization techniques
and mitigate unfaithful summary generation.

To thoroughly evaluate our approach, we benchmark our
workflow on 5 datasets from diverse domains, using 7 evalu-
ation metrics. These datasets originate from distinct domains,
including patents, news, and dialogues; while the evaluation
metrics span various quality dimensions such as similarity,
informativeness, and factuality.

Throughout our analysis, we categorize our datasets based
on length and communication type, highlighting the strengths
and weaknesses of our proposed method.

Our main contributions are as follows:
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1Throughout the paper, we use faithfulness and factuality interchangeably
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Fig. 1. Overview of the paper.

• We create an Organization-based LLM workflow to en-
hance the quality of the generated summaries and mitigate
unfaithfulness.

• The proposed workflows are benchmarked in a diverse set
of benchmark datasets and metrics, ensuring a compre-
hensive evaluation and a nuanced understanding of our
method’s performance.

• Our experiments underscore the significance of informa-
tion extraction in creating more faithful summaries.

II. METHODOLOGY

Building on existing work [5], we formulated the organi-
zational structure-based LLM workflow as a directed acyclic
graph (DAG), where each node corresponds to an LLM2

and each edge represents a communication protocol. A node
can be either a ”worker” or a ”manager”, depending on its
role in the organization. For the communication protocol, we
employed basic prompting strategies. In our setup, workers
perform information extraction, while managers handle revi-
sion and summarization. We benchmarked 2 single-node and
4 Organization-based LLM workflows.

A. Single-node methods

In the single-node workflows there is only one node doing
the summarization.

1) Single Ordinary Manager: The Single Ordinary Man-
ager (SOM) workflow is equivalent to a single request of
”Create a concise summary of the below text”.

2) Single Smart Manager: The Single Smart Manager
(SSM) workflow also features a single manager node, but the

2We used OpenAI’s gpt-3.5-turbo-0613 model as a backbone model,
source

https://platform.openai.com/docs/models/gpt-3-5


prompt includes information extraction steps.

B. Organization-based methods

The Organization-based workflows consist of 7 worker
nodes responsible for information extraction and 1 to 4 man-
ager nodes, depending on the specific workflow. Each node in
the organization has a role and task description in its prompts.

1) Basic LLM Organization: The most basic Organization-
based workflow is Basic LLM Organization (LLMOrg), which
includes 7 information extraction worker nodes and 1 manager
node for summarization. The inner workings of this workflow
can be described as follows.
Initially, the input text (source text we want to summarize)
is given to the worker nodes separately. Each worker node is
responsible for extracting a specific type of information3 (e.g.,
keywords). Using the extracted information, the manager node
summarizes the input and outputs the generated summary.

2) LLM Organization with Abstract Goals: In the case of
LLM Organization with Abstract Goals (LLMOrg-abs), the
flow of the input is the same. The only difference between
LLMOrg-abs and LLMOrg is the prompt of the worker nodes.
For LLMOrg, the workers are only prompted to extract the
given number of relevant information (e.g., 5 keywords). In
LLMOrg-abs, however, the instruction for workers explicitly
states that the goal of the whole information extraction process
is to gather useful information for better summarization. This
gives an ”abstract goal” for the workers to keep in mind.

3) LLM Organization with Specific Goals: The LLM Orga-
nization with Specific Goals (LLMOrg-spec) improves upon
the abstract goal description of LLMOrg-abs by specifying the
quality dimensions that each worker should pay attention to.
For example, the task description of a date extraction worker
node explicitly specifies that date extraction could help the
summary be more faithful and informative. We defined quality
dimensions and the corresponding information based on the
works of (add references).

4) LLM Organization with Reduction Managers: In the
LLM Organization with Reduction Managers (LLMOrg-man),
there is an additional supervision/revision stage before sum-
marization. After the worker nodes extract the relevant infor-
mation from the text, 3 manager nodes revise and rewrite the
information based on the input text. After revision, the final
manager node summarizes the input text. In this workflow, the
worker nodes are prompted as in LLMOrg (basic instructions),
and the 3 intermediate manager nodes as in LLMOrg-abs
(abstract goals).

III. DATASETS AND METRICS

A. Datasets

The benchmark datasets contain texts from news, patents,
chats, emails, comments, and forum discussions (see Table
I). During the dataset selection phase, we prioritized those
datasets that contained human-generated reference summaries

3We consider the following 7 information categories: keywords, topic, dates,
events, event relations, entities, entity relations

TABLE I
DATASET STATISTICS

Dataset N Mean
token number

Median
token number

Human
communication

Length
category

Stanford News 109 861 849 no short
BigPatent 100 5355 3025 no long

DialogSum 100 178 163 yes short
SAMsum 100 135 100 yes short

ConvoSumm 400 1145 938 yes long

to assess our models more precisely and avoid low-quality
references that may introduce bias [6] [11].

1) ”Stanford News” (SF): In their influential paper on
news summarization, researchers from Stanford and Columbia
University created a news summarization dataset based on
the XSUM and CNN/Daily Mail datasets [6]. In this dataset,
which we will refer to as ”Stanford News,” every reference
summary is human-generated, providing high-quality bench-
mark possibilities.

2) DialogSum (DS): A dataset consisting of real-life sce-
nario dialogues with human-generated abstractive summaries
[8].

3) SAMSum (SS): The SAMSum dataset is another pop-
ular choice for dialogue summarization. The dialogues and
reference summaries are created by linguists and can involve
multiple interlocutors [9].

4) ConvoSumm (CS): ConvoSumm is a conversational
dataset containing four sub-domains: news comments, Red-
dit discussions, email threads, and StackOverflow question-
answering threads. The reference summaries were created by
crowdsourced human workers [10].

5) BigPatent (BP): The BigPatent dataset was collected
from patent applications. The patent description serves as the
source text, and the abstract serves as the summary [7].

B. Metrics

For measuring similarity/n-gram overlap, we used ROUGE-
1/2/L, BERTScore (F1, precision, recall), and METEOR. To
evaluate faithfulness and informativeness, we used BLANC-
Help, SummaQA (F1, confidence), and SummaC. Addition-
ally, we employed GPT-Eval (add reference) (with gpt-3.5-
turbo-0613) as a proxy for human evaluation.

1) ROUGE: This popular metric measures the lexical over-
lap (n-gram) between the source and reference summary. We
use the ROUGE-1, ROUGE-2, and ROUGE-L versions [12].

2) METEOR: The METEOR score is similar to ROUGE
but includes more semantic information, and adds an addi-
tional penalty term [13].

3) BERTScore: BERTScore also measures the similarity
between the source and reference summary but uses pre-
trained models for comparing the two texts [14]. It can capture
semantic similarity better than ROUGE or METEOR. We
use every piece of information from BERTScore: F1-score,
Precision, and Recall.

4) BLANC-Help: BLANC-Help is a variant of the BLANC
metric used for assessing informativeness and factual consis-



tency in summarization [15]. It concatenates the summary to
the source text and measures ”helpfulness” of the summary
during a language understanding task.

5) SummaQA: SummaQA is a Question-Answering (QA)-
based method for assessing factual consistency [16]. The
metric generates question-answer pairs from the source text
by masking named entities, then uses the generated summary
to infer the answers.

6) SummaC: SummaC is a Natural Language Inference
(NLI)-based method for assessing factual consistency [17]. It
splits the source text and generated summary into sentences
and checks whether the latter is a logical continuation of the
former.

7) GPT-Eval: We use the method proposed by [18] as a
proxy for a human-like quality assessment. GPT-Eval assesses
the generated summary from four dimensions: consistency,
coherence, fluency, and relevance. Following the suggestion
of [6], we exclude fluency from the evaluation. We should
note that since our workflows also use gpt-3.5-turbo, G-Eval
results might be biased.

IV. EXPERIMENTS

For the experiments we use gpt-3.5-turbo-0613
model for each node. We run every experiment 5 times to
get more reliable estimates. Temperature of the underlying
model is held at 0 for more consistent summary generation.
For detailed results, see Table II.

V. RESULTS

Our experiments show that organizational structure-based
LLM workflows generate more faithful summaries than single-
node methods regardless of source text length or communica-
tion type. For longer texts, organizational structure-based LLM
methods perform better or on par with single-node methods,
including similarity-based metrics (BigPatent, ConvoSumm).
For datasets consisting of human-communication-based texts,
single-node methods perform better or similarly to organiza-
tional structure-based workflows in similarity-based metrics
(DialogSum, SAMSum).

VI. CONCLUSION

The results indicate that organizational structure-based
workflows could mitigate unfaithfulness and increase the over-
all performance of abstractive summarization methods. Addi-
tionally, our experiments indicate that organization structure-
based methods can handle longer texts better than single-
node methods. Single-node methods seem to perform better
on shorter, human-communication-based texts but still lag
behind organizational structure-based methods in factuality.
Furthermore, our results highlight the need for the assessment
of abstractive summarization systems in more diverse domains
and with more quality reference summaries. We hope that
our approach can provide useful insights to develop more
factually consistent and high-quality models for abstractive
summarization.
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TABLE II
EXPERIMENT RESULTS

Similarity Metrics G-Eval Factuality Metrics

Method Dataset ROUGE
(1/2/L)

BERTScore
(F1/Prec/Rec) METEOR Coh. Con. Rel. BLANC SummaQA

(Conf./F1) SummaC

SOM

SF 0.39 0.15 0.26 0.83 0.82 0.83 0.30 4.05 4.24 4.24 0.13 0.05 0.05 0.45
DS 0.37 0.15 0.29 0.85 0.83 0.87 0.28 4.19 4.37 4.37 0.29 0.13 0.03 0.27
BP 0.33 0.08 0.20 0.80 0.81 0.79 0.27 3.81 4.16 4.15 0.08 0.02 0.00 0.59
SS 0.37 0.15 0.29 0.83 0.80 0.86 0.26 4.04 4.30 4.28 0.21 0.10 0.13 0.30
CS 0.29 0.07 0.18 0.80 0.80 0.79 0.25 3.90 4.18 4.14 0.09 0.04 0.02 0.39

SSM

SF 0.37 0.14 0.24 0.82 0.81 0.83 0.28 4.07 4.23 4.26 0.13 0.06 0.05 0.47
DS 0.35 0.14 0.28 0.84 0.82 0.86 0.27 4.18 4.39 4.37 0.28 0.14 0.04 0.28
BP 0.32 0.08 0.20 0.80 0.80 0.79 0.27 3.83 4.18 4.19 0.08 0.03 0.00 0.59
SS 0.40 0.16 0.31 0.83 0.81 0.85 0.31 3.87 4.29 4.21 0.18 0.09 0.12 0.28
CS 0.28 0.06 0.18 0.79 0.79 0.78 0.23 3.95 4.19 4.19 0.09 0.04 0.02 0.40

LLMOrg

SF 0.38 0.14 0.25 0.82 0.81 0.84 0.27 4.07 4.26 4.26 0.14 0.06 0.05 0.46
DS 0.34 0.13 0.28 0.83 0.82 0.85 0.28 4.15 4.37 4.34 0.26 0.13 0.03 0.27
BP 0.34 0.10 0.21 0.80 0.80 0.80 0.29 3.78 4.16 4.15 0.10 0.03 0.01 0.61
SS 0.36 0.15 0.28 0.83 0.80 0.87 0.26 4.01 4.32 4.28 0.22 0.12 0.16 0.29
CS 0.28 0.06 0.18 0.79 0.79 0.78 0.23 3.95 4.19 4.19 0.09 0.04 0.02 0.40

LLMOrg-abs

SF 0.38 0.15 0.25 0.82 0.81 0.84 0.28 4.07 4.25 4.25 0.13 0.06 0.05 0.46
DS 0.35 0.14 0.28 0.83 0.82 0.85 0.28 4.14 4.36 4.35 0.26 0.13 0.03 0.27
BP 0.35 0.09 0.21 0.80 0.80 0.80 0.29 3.80 4.18 4.16 0.10 0.03 0.01 0.62
SS 0.36 0.14 0.27 0.83 0.80 0.87 0.25 4.01 4.33 4.27 0.23 0.11 0.13 0.29
CS 0.29 0.07 0.18 0.79 0.79 0.79 0.24 3.92 4.17 4.16 0.11 0.05 0.03 0.41

LLMOrg-spec

SF 0.38 0.14 0.25 0.82 0.81 0.83 0.31 4.06 4.25 4.25 0.13 0.06 0.05 0.47
DS 0.35 0.14 0.28 0.84 0.82 0.86 0.29 4.18 4.35 4.35 0.31 0.14 0.04 0.29
BP 0.35 0.10 0.21 0.80 0.81 0.80 0.30 3.80 4.18 4.16 0.10 0.03 0.01 0.61
SS 0.36 0.15 0.28 0.83 0.79 0.87 0.25 4.02 4.33 4.29 0.22 0.12 0.14 0.29
CS 0.29 0.07 0.18 0.79 0.78 0.79 0.24 3.98 4.19 4.20 0.11 0.05 0.03 0.41

LLMOrg-man

SF 0.37 0.14 0.24 0.81 0.81 0.83 0.30 4.05 4.26 4.24 0.13 0.06 0.05 0.45
DS 0.35 0.14 0.28 0.83 0.82 0.85 0.31 4.14 4.35 4.35 0.29 0.13 0.04 0.27
BP 0.35 0.10 0.21 0.80 0.81 0.80 0.29 3.79 4.15 4.16 0.10 0.03 0.01 0.59
SS 0.37 0.16 0.28 0.83 0.80 0.87 0.26 4.01 4.31 4.28 0.22 0.11 0.14 0.27
CS 0.29 0.07 0.18 0.78 0.78 0.79 0.24 3.95 4.16 4.19 0.11 0.05 0.03 0.40

Best result for each metric per dataset is underlined. Significantly best result is also bolded (p < 0.05).
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